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ABSTRACT

Two new immersion factor methods are evaluated by comparing them with the so-called traditional (or
incremental) method. For the first method, the optical measurements taken at discrete water depths are
substituted by continuous profiles created by removing the water from the tank used in the experimental
procedure at a constant flow rate with a pump. In the second method, the commonly used large tank is
replaced by a small water vessel with sidewall baffles, which permits the use of a quality-assured volume of
water. The summary of the validation results produced for the different methods shows a significant
convergence of the two new methods with the traditional method with differences generally well below 1%.
The average repeatabilities for single-sensor characterizations (across seven wavelengths) of the three
methods are very similar and approximately 0.5%. The evaluation of the continuous method demonstrates
its full applicability in the determination of immersion factors with a significant time savings. The results
obtained with the small water vessel demonstrate the possibility of significantly reducing the size of the tank
(along with decreasing the execution time) and permitting a completely reproducible methodology (based
on the use of pure water). The small tank approach readily permits the isolation and quantification of
individual sources of uncertainty, the results of which confirm the following aspects of the general experi-
mental methodology: (a) pure water is preferred over tap water, (b) the water should not be recycled (so
it does not age), (c) bubbles should be removed from all wetted surfaces, (d) the water surface should be
kept as clean as possible, (e) sidewall reflections can be properly minimized with internal baffles, and (f) a
pure water characterization can be easily corrected to produce an appropriate seawater characterization.
Within the context of experimental efficiency and reproducibility, this study suggests that the combination
of a properly baffled small tank with a constant-flow pump would be an optimal system.

1. Introduction

The immersion factor If(�) is a necessary part of the
spectral characterization of an in-water irradiance sen-
sor (� denotes wavelength), because when a cosine col-
lector is immersed in water, its light transmissivity is
less than it is in air. Irradiance sensors are calibrated in
air, however, so a correction for this change must be
applied when the in-water raw data are converted to
physical units. The immersion factor must be deter-
mined experimentally, using a laboratory protocol, for
each collector. When in situ measurements are used

to create ground-truth databases for remote sensing
calibration and validation activities, like those estab-
lished for the Sea-viewing Wide Field-of-view Sensor
(SeaWiFS) project (Hooker and Esaias 1993), the un-
certainties in the former ultimately influence the qual-
ity of the data products. The SeaWiFS ground-truth
uncertainty budget can only be satisfied if each contrib-
uting uncertainty is on the order of 1%–2% (Hooker
and McClain 2000). As a generalized description, this
constitutes so-called 1% radiometry; in other words,
uncertainty sources in the calibrated use of a sensor—
like the immersion factor—must be kept at approxi-
mately the 1% level.

Studies of immersion effects date back to the work of
Atkins and Poole (1933), who attempted to experimen-
tally estimate the internal and external reflections for
an opal glass diffuser. Additional investigations by
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Berger (1958, 1961) refined the laboratory procedures,
and Westlake (1965) gave detailed explanations for the
internal and external reflection contributions. Al-
though there were aspects of the protocols used in these
early investigations that are no longer considered ap-
propriate, many of the primary elements were properly
recognized.

• A source of constant light flux is needed to vertically
illuminate a diffuser at the bottom of a water vessel
that has been blackened (and perhaps roughened)
with waterproof dull black paint to minimize reflec-
tions.

• The measurements must be made in a dark room,
with baffles and screens used to (a) eliminate diffuse
light originating from the light source and (b) to il-
luminate an area only slightly larger than the diffuser.

• In-air and in-water measurements are required, and
the latter should be made using optically clear water
(frequently interpreted to mean tap water) or pure
(distilled) water.

• A variety of water depths above the diffuser are mea-
sured, but they must exceed a so-called critical depth,
zc � 0.9 Rd, where Rd is the radius of the diffuser.

• Air bubbles must be minimized, because they can
create conspicuous bright patches, and contamination
from soluble coloring matter, perhaps derived from
the components placed in the water vessel, can influ-
ence the properties of the water being used and can-
not be removed by filtering the water.

A comprehensive description of a protocol for a
more modern Plexiglas diffuser was given by Smith
(1969) and recommended the use of a collimated beam
as a light source to avoid changes in the flux reaching
the collector when the water depth changed. The study
presented here is concerned with more recent diffuser
designs and laboratory protocols. For the latter this
means the incremental, or what is now referred to as
the traditional, method. The traditional method has
been in use for the past 25 yr, and originated with the
protocol revisions suggested by Aas (1969) and com-
municated more widely by Petzold and Austin (1988).
They all advocated using a lamp as a light source and
including a geometric correction factor as a function of
the lamp-collector distance, incremental changes in the
water depth, and the water refractive index.

Mueller (1995) used the traditional method to ana-
lyze Plexiglas and Teflon diffusers for several radiom-
eters from the same manufacturer. At any given wave-
length, the immersion factors had a standard deviation
(�) between collectors that typically ranged from 3% to
5%, with total variations at some wavelengths as large
as 10%. More recently, Zibordi et al. (2004) investi-

gated the immersion factors for nine OCI-200 sensors,
manufactured over a 7-yr time period by Satlantic, Inc.
(Halifax, Nova Scotia, Canada), as part of the eighth
SeaWiFS Intercalibration Round-Robin Experiment
(SIRREX-8). The sensors, which had identical (nomi-
nal) center wavelengths, were characterized at three
different facilities (including the manufacturer’s) using
virtually the same traditional method. One of the radi-
ometers was selected as a so-called reference sensor
and was measured more frequently than the others.

The SIRREX-8 data showed intralaboratory repeat-
abilities, based on multiple characterizations of the ref-
erence radiometer, that ranged from about 0.3% to
0.6%. Interlaboratory uncertainties, evaluated with
data from the nine common radiometers, showed aver-
age values lower than 0.6%. Typical If(�) values, con-
structed from quality-assured averages of the sensors,
were less than the values supplied by the manufacturer
(except one red wavelength), but were approximately
within the range of variability established by Mueller
(1995): more than 10% in the blue domain, and ap-
proximately 2%–6% in the green and red regions. The
SIRREX-8 activity also demonstrated the inefficiencies
of the traditional method: (a) sensor trial times were
very long, requiring 100–330 min; and (b) the water
tanks were large with water volumes measured in hun-
dreds or thousands of liters. The lengthy experimental
time limited the number of sensors characterized per
day to two to five, while the large tanks required spa-
cious work rooms, a significant capability to deal with
the large amounts of water, and irreproducible volumes
of water (between laboratories).

As a separate inquiry, alternatives to the traditional
method (section 2) were proposed and tested with spe-
cific experiments interspersed with those designed to
meet the SIRREX-8 intercomparison objectives. The
new methods centered around decreasing the amount
of time to execute an instrument trial and reducing the
size of the experimental apparatus (specifically, the wa-
ter vessel). The latter was achieved by refining the ca-
pabilities of the Compact Portable Advanced Charac-
terization Tank (ComPACT), which had already been
built for working with immersed sensors (section 3).
The time efficiency was achieved primarily by making a
small change to the traditional method (section 4a), and
then refining the generalized protocol for the Com-
PACT apparatus (section 4b). The data processing re-
quirements for the new methods share many elements
with the traditional method, and the results from the
use of these new capabilities (section 5) suggest they
are sufficiently accurate to replace the traditional
method (section 6).
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2. The traditional method

The traditional method for measuring immersion fac-
tors was incorporated into the SeaWiFS Ocean Optics
Protocols (hereafter referred to as the Protocols) for
calibration and validation activities (Mueller and Aus-
tin 1992). The subsequent revision (Mueller and Austin
1995) and refinements to the Protocols (Mueller 2000,
2002, 2003) have not significantly changed the method-
ology except to note that so-called class characteriza-
tions (wherein an entire series of sensors with the same
diffuser design are assigned identical immersion fac-
tors) are not suitable for calibration and validation ac-
tivities; each sensor must be characterized individually.
Although the latter was first noted by Mueller (1995),
the protocol change did not occur until it was confirmed
by the SIRREX-8 activity (Zibordi et al. 2002).

The traditional method involves a relatively simple
procedure and a small number of components (Mueller
and Austin 1995). A lamp of suitable wattage is needed
to provide a flux of light at all sensor wavelengths well
above dark values, with the appropriate baffling and
apertures to minimize diffuse light contributions into
the tank. A lamp with a small filament is preferred,
because it better approximates a point source, and a
regulated power supply should be used to ensure the
lamp flux is stable over the characterization time pe-
riod. The water vessel should include a removable ap-
erture sized or adjusted to ensure the lamp flux projects
onto an area that is only slightly larger than the area of
the diffuser. The interior of the tank must be flat black
and contain a sensor support system permitting an ac-
curate horizontal leveling and vertical alignment of the
sensor.

An accurate system for determining the depth of wa-
ter above the diffuser, which is changed in increments
(usually by draining, because turbulence is minimized),
is also required. The refinements that were published in
the revisions to the Protocols included (a) making it
clear that the in-air measurement is only made when
the diffusers are dry; (b) using a minimum water depth
of 5 cm, a maximum water depth of 40–50 cm, and a
water depth increment of 5 cm; and (c) repeating the
measurement procedure with a different lamp-to-
diffuser distance to verify an appreciable uncertainty
does not affect the results.

a. Optional components

The traditional method does not include detailed
specifications about several important elements, for ex-
ample, the water surface (whether or not it should be
kept free of floating particles) or the actual water to be
used (tap water, seawater, and pure water are all pos-

sibilities). A variety of additional components (here
considered optional for classification purposes) have
proved useful by various investigators: (a) a water filter
to trap particles when the tank is filled; (b) a lamp
screen (1000-W lamps are frequently used and the
amount of radiation is harmful); (c) intermediate aper-
tures to ensure the light flux reaching the diffuser is as
direct a beam as possible; (d) a sensor to detect anoma-
lies in the emitted flux, which can be achieved with
another radiometer, or with a digital voltmeter (DVM)
measuring the voltage across a precision lamp shunt;
(e) a fan to cool the lamp screen and prevent heat
buildup on the monitoring sensor (if used); (f) a pump
to decrease the time needed to empty the tank (par-
ticularly useful for repetitive trials); (g) a wet–dry
vacuum for keeping the water surface as clean as pos-
sible; (h) an inspection port in the tank lid permitting a
visual inspection of the tank interior (this can also be
used for maintaining the quality of water surface with
the wet–dry vacuum); and (i) a structure to isolate the
sensor from the bottom of the tank (i.e., increase the
height of the sensor above the turbulence around the
fill and drain ports as well as any reflections from the
tank bottom). Figure 1 presents all of the equipment
discussed with the traditional method.

b. Traditional data processing

When an irradiance sensor is illuminated, the so-
called raw optical data at each wavelength are recorded
as digitized voltages V(�) in counts. Each sample is
recorded at a specific time ti, which also sets the water
depth z. Raw irradiance data are typically converted to
physical units using a calibration equation of the fol-
lowing form:

Ecal��, ti� � Cc���If���E��, ti�, �1�

where Ecal(�, ti) is the calibrated irradiance, Cc(�) is the
calibration coefficient (determined during radiometric
calibration of the sensor), and E(�, ti) is the net signal
detected by the radiometer while illuminated. In most
cases,

E��, ti� � V��, ti� � D���, �2�

where D(�) is the average bias or dark voltage mea-
sured during a special dark measurement with the caps
on the radiometer. In some cases, dark voltages are
replaced by so-called background or ambient measure-
ments, so any illumination biases can be removed along
with the dark correction (Hooker et al. 2002). For the
purposes of this study, references to the dark measure-
ment represent the appropriate choice of the three pos-
sibilities.

Deriving the calculation for the immersion factor be-
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gins with a simple requirement: the calibrated irradi-
ance measured in air (indicated by z � 0�), and trans-
mitted through the air–water interface, must equal the
value measured at null depth (denoted by z � 0�).
Using (1) with this requirement, but replacing time with
depth, gives

Ecal�0
�, �� � Ecal�0

�, ��Ts���, �3�

where Ts(�) is the transmittance of the air–water inter-
face to downward irradiance. Substituting (1) into (3),
while remembering If(�) � 1 for an in-air measure-
ment, and removing common terms (the calibration co-
efficient), yields

If��� �
E�0�, ��

E�0�, ��
Ts���. �4�

The formulation in (4) assumes the E(0�, �) values
are exact, so if a small lamp (approximating a point
source) is used, a geometric correction factor G(z, �) is
applied to account for the change in solid angle as a
function of the water depth and the distance between
the lamp and the diffuser (Aas 1969; Petzold and Aus-
tin 1988):

G�z, �� � �1 �
z

d �1 �
1

nw������2

, �5�

FIG. 1. The traditional laboratory setup used for characterizing the immersion factor. Optional equip-
ment is shown in gray and labeled with a slanted typeface. In some cases, the water from the tank is
drained into a sink, while for others it is pumped into a second tank (not shown) and reused in
subsequent experimental trials. Alignment of the components along the central axis is best accomplished
using a laser, but visual techniques (using projected shadows) have proved reliable. For most experi-
mental systems, the water depth above the diffuser is determined using a sight tube mounted on the
exterior of the tank. The tube is usually a clear plastic pipe with a long (adhesive) metric ruler attached
to it. The water level that just begins to cover the diffusers is noted as the null depth point, and all
subsequent readings are differenced with respect to the first reading to yield the depth of water above
the diffusers. One of the most important time-saving devices is to use a pump to drain the tank, and if
the water is stored in another tank between trials, to also fill it. The total time savings for the latter might
be minimal, however, because some time is needed for the water to become quiescent and for bubbles
to dissipate. It is appealing to maintain the angular orientation of the sensor during repetitive trials, and
this is easily accomplished using the position of the flat part of a so-called D-shaped collar (the inset
shows a Satlantic OCI-200 sensor fitted with a D-shaped collar). Note that the OCI-200 uses an array of
diffusers, so references in this study to “a diffuser” should be interpreted as a “diffuser array” for the
OCI-200 and similar designs. During SIRREX-8, the monitoring sensor was required to ensure that the
only data used corresponded to a constant light flux from the lamp. In addition, two facilities used a
shunt resistor in series with the lamp, as an additional means to monitor the light source stability.
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where d is the distance of the lamp source from the
diffuser surface and nw(�) is the index of refraction of
the water, which depends on the salinity and tempera-
ture of the water (omitted here for brevity). The G(z,
�) terms are used in the least squares fit of the loga-
rithms of the in-water irradiance data; that is, the linear
regression is computed using the ln[E(z, �)/G(z, �)]
values. The only remaining unknown is the transmit-
tance of the air–water interface to downward irradi-
ance, which is computed using the Fresnel reflectance
equation, Ts(�) � 4nw(�) [1 � nw(�)]�2.

3. The ComPACT apparatus

The ComPACT apparatus was conceived to perform
tests on immersed radiometers, either in the field (mea-
suring the response of biofouled sensors while wet)
or in the laboratory (characterizing immersion factors).
The original concept was to mate a small (portable)
water vessel with the SeaWiFS Quality Monitor
(SQM), which can be used in the laboratory or field
(Johnson et al. 1998), as a portable and very stable light
source (Hooker and Aiken 1998). The final ComPACT
design has two light source options: (a) a lamp, which
requires an adjustable aperture, or (b) the SQM, which
requires a custom-built adapter.

Complete mechanical details of the ComPACT ap-
paratus are presented in van der Linde (2003), so only
a brief summary is given here. The cylindrical water
vessel is approximately 45 cm long with a 10.2-cm in-
ternal diameter. The bottom is shaped to accommo-
date an OCI-200 sensor, which is kinematically
mounted with small wing nuts. The wing nuts tighten
small plates, which overhang a D-shaped clamp (Fig. 1),
and affix the radiometer against the bottom. In addition
to permitting an easy installation of the sensor, the D-
shaped clamp also allows an accurate repositioning of
the sensor during successive trials. An o-ring at the
radiometer–tank interface prevents leaks. The interior
of the tank is lined with 23 (equidistant) knife-edge
baffles. A series of tapped holes, spaced 5 cm apart,
provide an accurate control of the water level. Stainless
steel cap screws, with o-rings under the caps, are used
to open and close the holes. All components of the
ComPACT apparatus are anodized dull black to mini-
mize reflections.

4. Advanced methods

Although not usually stated in protocol descriptions,
all methods require the collection of the appropriate
number of samples at constant flux levels, which re-
spect the signal-to-noise ratio of the instrument being

characterized. For the sensors used here, all channels
recorded at least 100 digital counts above dark values
and more than 500 data records were acquired. Illumi-
nation constancy was achieved with a power supply sta-
bility to within 0.1%.

a. The continuous method

An alternative for characterizing immersion factors
takes advantage of having a pump (with an almost con-
stant discharge rate) to continuously drain the water
vessel. For a cylindrical tank, the water depth can be
approximated as a linear function of time as the water
is pumped out. The total execution time is about 40 min
for a 350-L tank, which is considerably shorter than the
100 min needed for the traditional method. The so-
called continuous method was implemented as a modi-
fication to the traditional method, so substantial aspects
of the two methods are identical. Once the sensor is
properly aligned and leveled in the tank, in-air data are
recorded for 3 min, and the DVM monitoring voltages
are logged. The tank is filled until water begins to wash
over the diffusers, and the reading on the water depth
meter is noted as the null depth point. The tank is filled
until the water depth above the diffusers is 50 cm; while
the tank is being filled, any air bubbles forming on or
near the diffusers are removed. The water surface is
skimmed repeatedly with a wet–dry vacuum, and the
DVM monitoring voltages are logged.

The distinctive aspects of the continuous method are
associated with draining the tank. The pump is turned
on, the time recorded, and sensor data are collected
continuously as the tank empties. When the water level
reaches the null depth point, the time is recorded, data
acquisition is halted, and the DVM voltages are logged.
The pump is used to lower the water depth below the
sensor, the diffusers are dried using clean compressed
air and lint-free tissue, and a second set of in-air data
from the sensors are recorded. The collection of dark
data completes the protocol.

b. The ComPACT method

The basic elements of the ComPACT protocol also
involve many elements associated with the traditional
method, for example, properly leveling, aligning, and
adjusting the components. These and many other finer
details are not recounted here, because they are pro-
vided by Zibordi et al. (2003). A summary of the suc-
cessive steps involved is as follows:

1) collect dark data for both the monitoring and in-
water sensors, and record the DVM monitoring
voltages;
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2) collect the in-air measurement with the diffusers
completely dry;

3) fill the tank with pure water (produced from a pro-
cess using bidistillation of the source water plus mul-
tiple purification stages, e.g., so-called Milli-Q wa-
ter), and then overfill it to remove any floating par-
ticles;

4) remove any air bubbles, which form at or near the
sensor diffusers, as well as on the edges of the
baffles;

5) decrease the water depth in the tank using the drain
hole below the current water level;

6) collect data from the in-water and monitoring sen-
sors, and record the DVM monitoring voltages;

7) repeat steps 5 and 6 until data are collected with the
lowest water depth; and

8) remove the sensor and dry the interior tank surfaces
with clean compressed air.

A complete ComPACT measurement sequence typi-
cally lasts about 40 min.

The relevant parameters and quantities defining the
If(�) determination through the ComPACT protocol
are given in Table 1, which are compared with the
equivalent values for the traditional methods used in
SIRREX-8. The most significant aspects of the Com-

PACT method are (a) the small size of the tank and,
thus, the small volume of water involved (3 L versus
more than 3500 L), (b) the rapid execution time (less
than 1 h rather than as much as 2–6 h), and (c) the use
of a reproducible type of water (pure water rather than
local tap water or aged seawater).

5. Results

The primary objective of this study is to evaluate
alternative—more time efficient and more reproduc-
ible—methods for characterizing the immersion factor.
Although it is straightforward to establish time effi-
ciency, the processes influencing uncertainties require
separate experiments wherein a range of parameters
are varied and compared. The comparisons are formu-
lated here by computing a relative percent difference
(RPD), �, defined as

� � 100
Y � X

X
, �6�

where X is a reference measurement and Y is the mea-
surement under evaluation.

The validation of the alternative methods is accom-
plished by comparing them to the traditional method.

TABLE 1. A comparison of the principal methodological parameters used by the different SIRREX-8 laboratories executing the
traditional method (Zibordi et al. 2002) vs the ComPACT method. The number in parentheses beside the tank radius is the tank radius
divided by the radius of the area enclosing the OCI-200 diffuser array, and the value given next to the depth increment is the number
of depth intervals measured.

Parameter(s) and units Traditional methods ComPACT

Tank volume (L) 780 350 3, 527 3
Tank radius (cm) (radii ratio) 40.5 (12.7) 40.0 (12.6) 45.0a (14.2) 5.1 (1.6)
Interior tank obstructions None Small Large Sidewall baffles
Water type Tap water Tap waterb Seawater Pure waterc

Water age (days) 	1 
2–3 �300d 	1
Surface cleaning Vacuum Vacuum Soape Overfill
Lamp power (W) 400 1000 1000 1000f

Lamp filament Small Largeg Large Largeg

Lamp-to-diffuser distance 86.0h 105.0 100.0 125
Depth increment (cm; No.) 2.5 (15) 2.5 (13) 5.0 (10) 5.0 (7)
Characterization time (min) 120 100 330i 40

a The smaller dimension of the 90 cm � 123 cm tank.
b Demineralized (by filtration) tap water, with a typical resistance of 5–8 M.
c Milli-Q water.
d Aged for about 1 yr, occasionally chlorinated, intermittently contaminated with small quantities of soap, and coarsely filtered each

time the tank is drained.
e A small amount of soap is added to the water, and the soap molecules spread on the water surface to a monomolecular layer, thereby

sweeping away any surface particles (large particles are removed with a dip net). It is assumed that the soap layer does not modify
the transmittance of the water surface.

f A 4.0- and 4.2-A lamp current was used for upward (Eu) and downward (Ed) irradiance sensors, respectively.
g The filament is U shaped, which allows the outer glass envelope to be relatively small.
h A second distance of 100.0 cm is an option.
i Includes 300 min for tank filling and settling.
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Specifically, the If(�) values from the continuous or
ComPACT method and a specific sensor (Y) are dif-
ferenced with respect to the If(�) values for that sensor
from the traditional method (X). Average RPD values
are useful in evaluating overall performance character-
istics of the methods, and are produced by averaging all
the individual If(�) from the set of sensors being mea-
sured or by averaging across all wavelengths (which
were identical for all the sensors).

A summary of the sensors characterized during
SIRREX-8 is presented in Table 2. The mixture of new
and old sensors covered a 7-yr span of instrument pro-
duction, with the reference sensor (Eu130) being one
of the newest. Although the field sensors were sub-
jected to a diverse set of field campaigns and shipping
circumstances, they were all cared for diligently. This
included the use of double-packed (box within a box)
professionally designed shipping containers, regular
calibrations (either at a recurring frequency or before
and after field deployments), custom-made instrument
stands to minimize the likelihood of instrument damage
in the field, etc. A visual inspection of the diffusers for

the field instruments showed they were all in very good
condition.

a. Validation of the alternative methods

Experiments with the continuous methods were usu-
ally made immediately before or after a traditional
method trial, so temporal differences in many of the
parameters would be minimized. Figure 2 presents the
comparison of all the sensors measured using the two
methods for which data collection occurred during the
same day. The mix of sensors is not the complete set
presented in Table 2, because of the focused objectives
of this study, but a significant majority are included.
The histogram of RPD values between the two meth-
ods (inset in Fig. 2) is very nearly a Gaussian distribu-
tion, with an insignificant positive bias (the average
RPD is 0.1%). Note the anomalous behavior of the
Ed015 sensor and that the outer edge of the range of
variance is defined primarily by the Ed040 and Ed050
sensors.

The comparison of the ComPACT and traditional
methods is given in Fig. 3, and is also based on using
experimental trials executed in as small a time differ-
ence as possible. The mix of sensors is different than
those used with evaluating the continuous method, but
five are common to both, and between the two types of
experiments, all 12 sensors (Table 2) are represented.
The histogram of RPD values (inset in Fig. 3) has a
significant central peak, but a distorted Gaussian dis-
tribution—there is a small net positive bias; the average
RPD is 0.2%, which is only a little larger than the bias
seen with the continuous method.

Regardless of the characterization methodology,
Figs. 2 and 3 show sensor-to-sensor differences can be
substantial and are not exclusively associated with older
instruments. The Ed040 and Ed050 sensors define
much of the outer range in variance, but the newer
Eu130 and Ed161 sensors have channels that perform
similarly. A generalized description of the spectral vari-
ance is that many sensors exhibit both lesser and
greater variability, rather than consistently minimal or
maximal variability. The good agreement between the
alternative and traditional methods is also seen in the
repeatability of individual sensors. The average repeat-
ability (across all wavelengths) of the traditional, con-
tinuous, and ComPACT methods is 0.5%, 0.3%, and
0.5%, respectively (defined by 2� in the immersion fac-
tors for repetitive characterizations of the same sensor).
Although not all the sensors were measured more than
once, the majority of the sensors were, and the refer-
ence sensor (Eu130) was characterized several times for
all three methods.

Another way of intercomparing the methods is to

TABLE 2. The radiometers used during SIRREX-8. The sensor
codes are formed from the first two letters of the measurement
type, plus a three-digit serial number. The manufacturing dates
are based on the first time the instruments were calibrated by the
manufacturer in the configuration they were used for SIRREX-8.
The Eu047 sensor was modified to have low saturation levels, with
respect to the standard in-water configuration, so it could be used
with sources emitting low light levels. It was also only used in
laboratory experiments, so it did not have any of the inevitable
diffuser degradation associated with field instruments. To further
determine whether or not field use resulted in any unusual aging
properties, two new sensors, Ed161 and Eu162, were also mea-
sured. All the sensors had identical (nominal) center wavelengths:
412, 443, 490, 510, 555, 665, and 683 nm.

Sensor
code

Sensor
type

Date of
manufacture Instrument notes

Ed015 Ed(�) Sep 1994 Oldest sensor
Ed040 Ed(�) Mar 1996
Eu047* Eu(�) Jun 1996 Special sensor with the

greatest sensitivity
Eu048 Eu(�) Jun 1996
Ed050 Ed(�) Jun 1996
Ed071 Ed(�) Apr 1997
Ed097 Ed(�) Jun 1998
Eu098 Eu(�) May 1998
Eu109 Eu(�) Jul 1998
Eu130 Eu(�) Jul 1999 Reference sensor (measured

most frequently)
Ed161* Ed(�) Sep 2001 Manufactured right before

SIRREX-8
Eu162* Eu(�) Sep 2001 Manufactured right before

SIRREX-8

* Only used in the laboratory and never in the field.
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compare the immersion factors from all sensors on all
days—not just the ones measured on the same day—to
see how similar the resulting class characterizations are
with the three different methods. Although class char-
acterizations are no longer recommended for calibra-
tion and validation activities, they are still very com-
mon, because of the expense involved with determining
the response of individual sensors. Table 3 presents a
comparison of the class characterizations using the tra-
ditional, continuous, and ComPACT methods. The
similarity of the results does not depend on including or
excluding the (apparently) anomalous Ed015 sensor.
The RPD analysis shows the continuous and Com-
PACT methods almost always intercompare with the
traditional method to within less than 1% (with one
exception), with some indication of biases: the continu-
ous trusted results are all slightly negative, and the
ComPACT results are mostly positive.

Considering the maximum uncertainties in If(�) val-
ues as defined by 2� in the spectral estimates across all
the OCI-200 sensors, the traditional, continuous, and
ComPACT methods give very similar results, which

vary between 1.4% and 3.4%, 0.8% and 3.1%, and
0.7% and 3.3%, respectively. When combined with the
previous nearly unbiased levels of agreement between
the methods on a sensor-by-sensor basis (which ranged
from 0.1% to 0.2%, on average), plus the excellent re-
peatability of each method (approximately 0.5%), the
majority of the uncertainty comes from the differences
between the instruments. Furthermore, the traditional,
continuous, and ComPACT methods are indistinguish-
able from one another, and all three methods are
equally capable to within the uncertainties in the in-
struments and methods.

b. Sources of uncertainties

The method intercomparison results were based on a
concerted effort to implement the three methods while
minimizing any sources of perturbations or uncertain-
ties. Such an approach does not permit a thorough de-
scription of the degree of degradation that can be ex-
pected from each source of uncertainty. Consequently,
specific experiments were conducted, so the magni-

FIG. 2. A comparison of the traditional and continuous methods for characterizing If(�). The
inset shows the histogram of RPD values between the methods, with the traditional method
used as the reference in the RPD calculations.
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tudes and biases of the uncertainties could be under-
stood.

1) SURFACE PARTICLES

One of the most visually discernible uncertainties is
the quality of the water surface, because the unidirec-

tional illumination of the water vessel makes it easy to
see floating particles on the water surface or in the air
(a persistent source of contamination). Surface par-
ticles reflect light and lower the flux reaching the sub-
merged sensor, which artificially increases the immer-
sion factor (4). Figure 4 presents a set of experiments

TABLE 3. A comparison of the spectral overall averages—or class characterizations—of the immersion factors for the SIRREX-8
sensors as measured with the traditional, continuous, and ComPACT methods. The RPD values are computed using the former as the
reference with respect to the latter two. Following the presentation of the SIRREX-8 results (Zibordi et al. 2004), the data are split into
two categories: (a) all the sensors and (b) the trusted sensors (all the sensors with Ed015 omitted). The If(�) values for the traditional
method are taken directly from the full SIRREX-8 results.

Immersion factor RPD (%)

Traditional Continuous ComPACT Continuous ComPACT

Wavelength (nm) All Trusted All Trusted All Trusted All Trusted All Trusted

412 1.349 1.355 1.353 1.349 1.360 1.355 0.3 �0.4 0.8 0.0
443 1.381 1.385 1.380 1.378 1.386 1.384 0.0 �0.5 0.3 �0.1
490 1.354 1.358 1.360 1.353 1.363 1.357 0.4 �0.4 0.7 �0.1
510 1.350 1.350 1.343 1.343 1.349 1.348 �0.5 �0.5 �0.1 �0.1
555 1.363 1.367 1.358 1.357 1.369 1.367 �0.3 �0.8 0.4 0.0
665 1.355 1.370 1.355 1.364 1.364 1.371 0.0 �0.4 0.7 0.1
683 1.367 1.379 1.373 1.373 1.383 1.384 0.4 �0.4 1.2 0.4

FIG. 3. A comparison of the traditional and ComPACT methods for characterizing If(�).
The inset shows the histogram of RPD values between the methods, with the traditional
method used as the reference in the RPD calculations.
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wherein instruments were characterized with the tradi-
tional method when the water surface was both dirty
and clean. The latter was accomplished primarily by
using a wet–dry vacuum to repeatedly skim the water
surface immediately prior to data collection. For these
data, the clean surface results are used as the reference
measurement in the RPD calculation (6). There is a
significant increase in the If(�) values associated with
a dirty surface, and the average bias can be greater
than 1%.

The results from the experiments evaluating different
levels of surface contamination are shown in Fig. 5. The
data demonstrate four important aspects of this prob-
lem: (a) the uncertainty can be on the order of a few
percent, (b) any amount of surface cleaning reduces the
uncertainty, (c) surface vacuuming can reduce the un-
certainty to within the measurement repeatability (ap-
proximately 0.5%), and (d) the spectral properties are
essentially white (i.e., they are mostly independent of
the wavelengths considered here).

2) IN-WATER ABSORPTION AND SCATTERING

The water surface is an easily inspected part of the
filled water vessel. Tanks equipped with inspection
ports also permit the column of water in between the
surface and the sensor to be viewed, and it is not un-
usual to see debris floating around in the tank. In many
cases, the origin of the debris is the air above the tank,
but in other cases it is from wherever the water is taken.
Water filters can help remove particles, but there is a
diminishing rate of return with this approach: trapping
a wide cross section of particles requires a very fine
filter, which reduces the flow rate and increases the
length of time to conduct an experiment. Submerged
particles act as scatterers and increase the amount of
light reaching the sensor, which artificially lowers the
immersion factor (4). The other common sources of
scattered light are bubbles and reflections off the side-
wall of the water vessel. Bubbles can adhere to any
surface inside the tank, but they are most damaging if

FIG. 4. A comparison of If(�) values determined with the traditional method for clean and
dirty surface conditions. The former was accomplished using a wet–dry vacuum, whereas the
latter was established by ignoring the cleaning requirement. The inset shows the histogram of
RPD values between the two types of measurements, with the clean surface data used as the
references in the RPD calculations. Multiple trials were involved with the Eu130 sensor, so
these data appear more often.
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they adhere to the diffusers. Although they can appear
spontaneously as the water changes temperature, they
are usually caused by using a pump to fill the water
vessel.

The other in-water property that needs to be consid-
ered is absorption, specifically dissolved colored mate-
rial that might be a part of the source water or the result
of contamination from equipment placed in the tank. If
the water is being stored, it is possible for absorbers and
scatterers to build up over time and produce time-
varying perturbations. Although naturally aging a vol-
ume of water might provide a range of water types, this
is not a particularly efficient or reproducible approach.
For experimental trials where the water needs to be
contaminated, the ComPACT method offers substan-
tial advantages, because small volumes can be easily
prepared and the apparatus can be cleaned completely
and quickly after the experiment is completed. An ex-

ploration of absorption and scattering effects was made
with the ComPACT method. The addition of a large
amount of a scattering agent, in this case Formazine,
resulted in decreased immersion factors at all wave-
lengths (�5.2% on average), with maximal changes in
the blue domain (approaching �10%). Conversely, the
addition of an absorption agent had a small effect
(�0.2% on average), even though the large amount of
added material caused a noticeable change in water
color.

3) DATA PROCESSING

Quantification of the uncertainties induced by the
processing scheme was addressed by comparing the
If(�) values determined with two different processors
for the continuous method. The primary difference be-
tween the processors is one bins the data vertically to
essentially convert the continuous method into the tra-

FIG. 5. The effects of progressively more aggressive surface cleaning on the uncertainty
(RPD) in characterizing If(�) for the Eu130 sensor with the traditional method. The cleanest
surface conditions (from extensive wet–dry vacuuming) are given by the open symbols, and
the effect of cleaning a dirty surface is given by the sequence of solid symbols. The latter starts
with no surface cleaning for an unrealistic water surface covered by a high concentration of
particles (solid circles and solid squares) and concludes with extensive manual removal and
light wet–dry vacuuming (solid triangles). The RPD values are computed by using the average
of the clean surface data as the reference in (6).
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ditional method, whereas the other deals with the data
as a continuum (D’Alimonte and Brown 2003). The
average RPD between the processors is approximately
0.2%. Both processors make use of the same relation-
ships for determining nw(�), G(z, �), and Ts(�), so the
differences are mostly explained by the implementation
of a noise reduction filter in one processor, and by the
binning algorithm in the other. Because the differences
between the two processors are within the repeatability
of If(�) determinations (about 0.5%), no additional ef-
fort was made in producing a better convergence of the
results.

6. Discussion and conclusions

The evaluation of the continuous method demon-
strates its full applicability in the determination of im-
mersion factors with a significant time savings. Simi-
larly, the evaluation of the ComPACT method demon-
strates the possibility of significantly reducing the size
of the tank (along with decreasing the execution time)
and permitting a completely reproducible methodology
(pure water). There are additional benefits with the
ComPACT method, however, and these include the fol-
lowing: (a) the water surface can be cleaned by over-
filling the tank, so the contaminated surface is quickly
washed away; (b) a modest amount of space and sig-
nificantly simpler waste water capabilities are needed;
and (c) specialized experiments with contaminated wa-
ter can be accommodated, because of the feasibility of
producing small volumes of homogeneous and repro-
ducible solutions (e.g., the addition of absorption or
scattering materials, or other substances associated
with a unique measurement environment).

Within the discussions of uncertainties and the ulti-
mate selection of an immersion factor method, it is im-
portant to remember the analytical approach adopted
here can be considered conservative, because the un-
certainties are not shared equally—all the differences in
the new versus traditional comparisons were ascribed
to the new methods. This is a consequence of there
being no absolute truth associated with the entire pro-
cess, so the traditional method was selected as the ref-
erence for evaluation purposes. Consequently, if a new
method satisfies the general protocol, and produces re-
sults within the uncertainties of the accepted method,
there is no reason to ignore it, particularly if it provides
demonstrable advantages (like the ones listed above).

The concept that there is no absolute truth in char-
acterizing the immersion factor is an important one.
There is nothing that can be purchased from a stan-
dards laboratory that will allow an investigator to com-
pare the experimental results with a set of known val-

ues. The answer is achieved experimentally by follow-
ing an accepted protocol as accurately as possible. The
summary of the validation results produced for the dif-
ferent methods showed a significant convergence of the
continuous and ComPACT methods with the tradi-
tional method (Figs. 2 and 3 plus Table 3). The maxi-
mum uncertainties in the immersion factors for the
OCI-200 series of radiometers determined with the
three methods and defined by 2� in the spectral esti-
mates across all the sensors were all approximately
1%–3%.

The average repeatabilities for single-sensor charac-
terizations (across the seven wavelengths) of the three
methods were very similar and approximately 0.5%.
This means the majority of the uncertainty is caused
primarily by sensor-to-sensor differences in the immer-
sion factor, and not by differences between the meth-
ods. The achieved level of convergence and repeatabil-
ity indicates the individual sources of uncertainty were
properly minimized (there was no notable bias in the
results like was seen with the surface reflectance ex-
periments in Figs. 4 and 5). The absence of significant
biases does not mean subtle differences were not dis-
cerned, however. The If(�) values determined with the
ComPACT method, for example, are a little higher
than those obtained with the other methods. This result
is most likely explained by the use of pure (Milli-Q)
water with the ComPACT method, which is cleaner
than the demineralized tap water used with the other
methods and, thus, yields more accurate and slightly
higher If(�) values.

Irrespective of the chosen immersion factor method,
the Protocols do not explicitly address the importance
of all the sources of uncertainty encountered during a
sensor characterization activity. Indeed, a continuing
paradox in the Protocols is that the laboratory method
is supposed to be executed with tap water, but the sen-
sor is almost always used in seawater. Although one
SIRREX-8 facility used seawater, the water was suffi-
ciently irreproducible (Table 1) that a controlled ex-
periment to investigate the effects of seawater versus
pure water could not be made. This was easily accom-
plished with the ComPACT apparatus (Zibordi et al.
2003), however, as were a number of other investiga-
tions concerning isolated aspects of the experimental
process.

A summary of the investigation of individual sources
of uncertainties in characterizing immersion factors is
presented in Table 4. Some of the uncertainties are on
the order of the level of repeatability (approximately
0.5%) and rather uniformly increase or decrease the
immersion factor across all wavelengths (positive and
negative RPD values, respectively). The exceptions are
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the uncertainties associated with sidewall reflections,
tap water, and high water absorption, which have a
smaller impact on the uncertainty budget (on average).
Note that the former is only applicable to the Com-
PACT water vessel and demonstrates the baffles were
effective; an alternative tank without baffling might be
more susceptible to sidewall reflections.

Water quality is confirmed as an important source of
uncertainty in Table 4, and the signs of the uncertainties
(all negative) suggest the primary problem is an in-
crease in suspended scatterers. The most extreme ex-
amples of scattering (bubbles and water contaminated
with Formazine) show more spectral structure than the
other sources of uncertainty and establish another rea-
son for avoiding these problems. The results indicate
the use of tap water or recycled (aged) water should be
avoided, and the most effective method will rely on
pure water manufactured immediately before use. The
saltwater results suggest a pure water characterization
can be rather effectively used in seawater by adding a
constant 0.5% correction factor as proposed by Zibordi
et al. (2002).

Positive and negative biases suggest some methods
can experience compensation—the partial or complete
cancellation of competing uncertainties—and produce
fortuitous agreement with other methods. For example,
a method using recycled tap water with no surface

cleaning might agree rather favorably with a pure water
method using surface skimming. Ultimately, the criteria
for choosing a method should be based on ensuring that
the sources of uncertainties can be individually dis-
criminated and minimized. Furthermore, any method
allowing the methodological elements to be imple-
mented rapidly and easily is preferred over an alterna-
tive requiring a substantial amount of extra effort.
Within this context of capability and efficiency, the
ComPACT apparatus (perhaps equipped with a con-
stant-flow pump) emerges as the most effective method
of the ones considered in this study.
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TABLE 4. Typical uncertainties for characterizing immersion factors for a variety of experimental conditions. All the experiments
were conducted with the ComPACT method except the first one. The ComPACT uncertainties are estimated using RPD values
computed by comparing the results for each experiment associated with the source of uncertainty under investigation with the results
obtained for pure water with the uncertainty source absent (the latter is the reference in the RPD calculations). The overall bias for
each uncertainty is given by the spectral average.

Wavelength (nm)

Source of uncertainty 412 443 490 510 555 665 683 Spectral avg

Dirty surfacea 1.1 1.0 0.8 0.9 1.0 1.0 0.8 0.9
Saltwaterb 0.4 0.5 0.6 0.3 0.4 0.4 0.6 0.5
Sidewall reflectionsc 0.1 0.2 0.2 0.1 �0.1 0.0 0.0 0.1
High absorptiond �0.2 �0.2 0.2 �0.2 �0.4 �0.4 �0.1 �0.2
Tap watere �0.5 �0.4 �0.1 �0.7 �0.2 �0.2 �1.0 �0.4
Aged pure waterf �0.5 �0.6 �0.6 �0.5 �0.6 �0.5 �0.4 �0.5
Aged tap waterg �1.3 �0.9 �0.9 �1.0 �1.0 �1.1 �1.0 �1.0
Bubblesh �1.2 �0.9 �2.2 �1.1 �2.4 �0.9 �1.6 �1.5
High scatteringi �9.9 �6.7 �5.0 �4.7 �4.3 �3.1 �3.0 �5.2

a The average of the dirty surface conditions (solid symbols) in Fig. 5.
b Produced by filtering (0.22-�m pore size) real and synthetic seawater (Zibordi et al. 2003): (a) seawater from the northern Adriatic

Sea and (b) 3.5% pure sea salt and aquarium sea salt added to volumes of pure water.
c Created by removing the adjustable aperture above the water vessel to ensure the baffled sidewalls were illuminated.
d Produced by adding colored dissolved matter to pure water. Absorbance at 400 nm was 0.020 (dimensionless) over a 10-cm cuvette.
e Demineralized (by filtration) tap water, with a typical resistance of 5–8 M.
f Aged for approximately 3 days.
g Demineralized tap water aged for approximately 5 days.
h Produced by adding carbonated mineral water to pure water.
i Produced by mixing Formazine into pure water. Absorbance at 400 nm was 0.084 (dimensionless) over a 10-cm cuvette.
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